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Abstract

A general subresultant method is introduced to compute elements of a
given ideal with few terms and bounded coefficients. This subresultant
method is applied to solve over-determined polynomial systems by either
finding a triangular representation of the solution set or by reducing the
problem to eigenvalue computation. One of the ingredients of the sub-
resultant method is the computation of a matrix that satisfies certain
requirements, called the subresultant properties. Our general framework
allows to use matrices of significantly smaller size than previous methods.
We prove that certain previously known matrix constructions, in partic-
ular, Macaulay’s, Chardin’s and Jouanolou’s resultant and subresultant
matrices possess the subresultant properties. However, these results rely
on some assumptions on the regularity of the over-determined system
to be solved. The appendix, written by Marc Chardin, contains relevant
results on the regularity of n homogeneous forms in n variables.

1. Introduction

Let f1, . . . , fn ∈ C[x1, . . . , xn] be an over-constrained system of homogeneous
polynomials of degree d1, . . . , dn respectively. A prevalent symbolic method to
find the common roots of a multivariate polynomial system is based on Poisson
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type product formulae for the projective resultant (see for example Cox et al.
(11, Chapter 3))

Res(f1, . . . , fn) = R′
∏

γ∈V (fA
2 ,...,fA

n )

fA
1 (γ), (1)

where
fA

i (x1, . . . , xn−1) := fi(x1, . . . , xn−1, 1) i = 1, . . . , n,

and the product is taken over the set of finite solutions of fA
2 , . . . , fA

n in Cn−1.
The extraneous factor R′ is a polynomial in the coefficients of the polynomials
f2|xn=0, . . . , fn|xn=0, and vanishes if and only if f2, . . . , fn has a root at infinity,
i.e. at xn = 0. The motivation for the present investigation stems from the
observation that, even in the univariate case, the expressions derived from (1)
for the coordinates of the common roots are not optimal, as the following example
illustrates:

Let us apply the product formula (1) to the univariate case. Let Resd be the
Sylvester resultant of the polynomials fi = ci0 + ci1x + · · · + cidx

d i = 1, 2.
Assume that f1 and f2 have exactly one common root α ∈ C. (To simplify the
notation we dehomogenized the polynomials and assumed that they have an
affine common root.) Then (1) implies the following formula:

(1 : α : . . . : αd) = (
∂Resd

∂c10

(f1, f2) : . . . :
∂Resd

∂c1d

(f1, f2)), (2)

thus

α =
(∂Resd/∂c11)(f1, f2)

(∂Resd/∂c10)(f1, f2)
. (3)

Therefore, we expressed the unique common root as the ratio of two polynomials
in the coefficients of the fi’s of degree deg(Resd)− 1.

Alternatively, we can find α using the univariate subresultant method (see
Collins (9) for reference). If f1 and f2 have exactly one common root α then it
is the solution of the homogeneous linear system with coefficient matrix

S1 :=

2d− 1
c10 . . . c1d

. . . . . . d− 1
c10 . . . c1d

c20 . . . c2d

. . . . . . d− 1
c20 . . . c2d

,

where the rows correspond to the polynomials xj ·f1 and xj ·f2 for 0 ≤ j < d−1.
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Therefore, α is the ratio of two (2d − 2) × (2d − 2) non-singular minors of S1.
Thus, we expressed α as the ratio of two polynomials in the coefficients of the
fi’s of degree deg(Resd)−2. This shows that the expression in (3) is not optimal,
the numerator and the denominator must contain superfluous components.

The primary concern of the present paper is to find efficient methods to com-
pute multivariate generalizations of the univariate subresultants and to use the
resulting subresultant matrices to solve over-constrained polynomial systems.
González-Vega (19) gives a multivariate generalization of the univariate sub-
resultant method using a non-homogeneous construction of Habicht (22). He
defines subresultants as subdeterminants of the Macaulay matrix, and he con-
structs a geometric representation of the zero-dimensional solution set of a given
polynomial system using subresultants. Chardin (7) introduces a more general
version of the subresultant, defined as the determinant of a homogeneous part of
the Koszul complex, or equivalently, as the ratio of two subdeterminants of the
Macaulay matrix. Chardin (8) proves that his subresultant construction satisfies
certain universal properties. Earlier, Lazard (29) gave a method related to the
one in the present paper which reduces the solution of polynomial systems to
linear algebra using Koszul complexes, without explicitly defining the subresul-
tants. Recently, D’Andrea and Jeronimo (14) use subresultants to test whether
a given set of monomials is a bases of the factor space of a well-defined polyno-
mial system. Other recent works on subresultants include Busé and D’Andrea
(4) proving that certain subresultants are irreducible and (3) using subresultants
in the inverse parametrization problem of rational surfaces.

In the present paper we first describe a general framework for subresultant
matrices and study the so called “subresultant property” with respect to a given
ideal. We show how to compute certain simple elements in the given ideal by
solving non-singular linear systems with coefficient matrices having the subre-
sultant property. We also introduce the notion of “strong subresultant property”
with respect to sets of polynomial systems. We prove that if a matrix has the
strong subresultant property with respect to some set of polynomial systems,
then for any given system in the set, the polynomials computed via the subre-
sultant method generate the same affine ideal as the given system.

Next we demonstrate that the solution of the polynomials computed by the
subresultant method is usually easier than the solution of the original system.
We show how to derive a triangular representation of their solution or express
the coordinates of the solutions as eigenvalues of multiplication matrices: all we
need is to set up small matrices from the coefficients of the polynomials, and take
determinants. In the case when the given over-constrained system has a unique
common root we give a determinantal formula for the coordinates of the root.
González-Vega (20) gave a similar determinantal formula to find the solution set
of zero dimensional algebraic sets, using subdeterminants of the Macaulay ma-
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trix. Our general framework allows us to use matrices, described in the second
half of the paper, of significantly smaller size than that of González-Vega (19),
which can improve the efficiency of the computations.

The second half of the paper is devoted to the description of subresultant ma-
trix constructions. We investigate on a subresultant matrix construction based
on the resultant matrices introduced by Jouanolou (27). The subresultant con-
struction using Jouanolou’s resultant matrices was originally introduced in (35),
and we call these matrices Jouanolou’s subresultant matrices. Jouanolou’s subre-
sultant matrices are generalizations of the matrix constructions of (19) and (8),
which we call here Macaulay’s subresultant matrices, in the sense that for each
Macaulay subresultant matrix (corresponding to a degree ν) there is a family
of Jouanolou’s subresultant matrices satisfying the same “universal properties”,
and among them the Macaulay subresultant matrix has the largest size. Infor-
mally, the universal property that all the degree ν subresultant matrices satisfy is
the following: for a system of (f1, . . . , fn) ∈ C[x1, . . . , xn]n of homogenous poly-
nomials of degrees d = (d1, . . . , dn), the corresponding degree ν subresultant
matrices have full rank if and only if dimC C[x1, . . . , xn]ν/Iν = Hd(ν), where I is
the ideal generated by f1, . . . , fn, Iν is the set of degree ν polynomials in I, and
Hd is the Hilbert function of a complete intersection in C[x1, . . . , xn] of degrees
d = (d1, . . . , dn).

The main result of this paper is that simple modifications of Jouanolou’s degree
ν subresultant matrices satisfy the strong subresultant properties with respect
to sets of homogeneous polynomial systems satisfying the following properties:
they do not have roots at infinity, the cardinality of the roots (counting multi-
plicities) is between Hd(ν) and ν, and the regularity of the Hilbert function of
the system is at most ν.

The last section of the paper together with the appendix written by Marc
Chardin, is devoted to a discussion on the above assumptions, listing results
either cited from the literature or proved here allowing to identify whether the
above assumptions are satisfied, and/or handling the cases when they don’t.
These are meant to justify that the assumptions above do not constrain the
practical applicability of the subresultant method applied to Jouanolou’s subre-
sultant.

To summarize, the subresultant method using Jouanolou’s subresultant ma-
trices presented in this paper is a more efficient alternative to methods using
resultant matrices to solve polynomial systems. Our general framework could
also allow in the future to consider other subresultant matrix constructions to
improve efficiency, for example possible subresultant matrix constructions for
sparse polynomial systems. Some work has been done in this direction, see for
example (6; 13; 28).
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2. Notation

First we need some notational conventions:

Notation 2.1: We use the following notation throughout the paper:

1. Let f = (f1, . . . , fn) be homogeneous polynomials in x = (x1, . . . , xn) for
n ≥ 2 and with coefficients from an integral domain R such that Z ⊂ R.
Let K be the fraction field of R, and denote the algebraic closure of K by
K̄. The ideal generated by f1, . . . , fn is denoted by 〈f1, . . . , fn〉.

2. For p ∈ K[x1, . . . , xn] we denote by

pA(x1, . . . , xn−1) := p(x1, . . . , xn−1, 1)

the affinization of p. Similarly, for an set S ⊂ K[x1, . . . , xn], SA denotes
the set of its affine elements. For an ideal I ⊂ K[x1, . . . , xn] generated by
f1, . . . , fn, IA denotes the ideal generated by fA

1 , . . . , fA
n in K[x1, . . . , xn−1].

3. xα denotes the monomial xα1
1 · · ·xαn

n .

4. In our matrix notation, if M is a matrix of a linear map Φ then each row
of M corresponds to an element of the basis of the domain of Φ and each
column correspond to an element of the basis of the image space. (Note
that this is the transpose of the usual notation.)

5. Let K be a field and V be a vector space over K. We denote by K〈v1, . . . , vm〉
the subspace of V spanned by the elements v1, . . . , vm ∈ V .

3. The subresultant method

In this section we describe the subresultant method to compute elements in a
given ideal with few terms and bounded coefficients using solutions of nonsingu-
lar linear systems. We present the method in a general framework and presume
that a matrix satisfying certain conditions is precomputed. In the next section we
apply the subresultant method to compute a rational representation of the solu-
tion of over-constrained polynomial systems. In later sections we investigate on
various matrix constructions that suit the requirements described in this section.

The first definition gives the properties that a rectangular matrix has to satisfy
in order to be used in the subresultant method, called “subresultant properties”.



A. Szanto: Solving systems by the subresultant method 6

Definition 3.1: Let R and K be as above and let I ⊂ K[x1, . . . , xn] be an
ideal. Let l,m, r ∈ N+ such that

1 < l ≤ m and m− l < r. (4)

Let M ∈ Rr×m be a matrix and let p = (p1, . . . , pl) be a vector of polynomials
in R[x1, . . . , xn]. We say that the pair (M,p) has the subresultant property
with respect to I if it satisfies the following conditions:

(1) There exist al+1, . . . , am ∈ K such that for all i = 1, . . . , r

l∑
j=1

Mi,jpj +
m∑

j=l+1

Mi,jaj ∈ I, (5)

where Mi,j is the (i, j)-th entry of M .

(2) There exists T ⊂ {1, . . . ,m} with |T | = r and {l + 1, . . . ,m} ⊂ T with the
following properties:

(a) the square submatrix of M with columns corresponding to T is non-
singular,

(b) for each i 6∈ T and j = 1, . . . , n− 1 we have

xjp
A
i ∈ K〈pA

1 , . . . pA
l 〉,

(c) pA
1 , . . . , pA

l generate K[x1, . . . , xn−1] as an ideal.

Remark 3.2: Condition (1) of Definition 3.1 is trivially satisfied for pairs (M,p)
when m = l and the entries of the vector M · p are in the ideal I. For example,
the Macaulay subresultant matrix, together with the vector of monomials corre-
sponding to its column, satisfies this weaker condition. On the other hand, the
Jouanolou subresultant matrix only satisfies condition (1) above.
The second condition ensures that the ideal elements in (5) generate a sufficiently
large ideal. Parts (b) and (c) of condition (2) is satisfied for example if for some
k ≥ 0 Monn−1(k) ⊂ {pA

1 , . . . , pA
l } and either {pA

i | i 6∈ T} ⊂ Monn−1(k − 1) or
#{pA

i | i 6∈ T} = m − r ≤ k. Here Monn−1(k) denotes the set of monomials of
degrees at most k in x1, . . . , xn−1.

In the next proposition we give an upper bound for dimK[x1, . . . , xn−1]/IA

in terms of the corank of a matrix with the subresultant property with respect
to I.

Proposition 3.3: Let R and K as above and let I ⊂ K[x1, . . . , xn] be an
ideal. Let l,m, r ∈ N+, M ∈ Rr×m and p = (p1, . . . , pl) ∈ R[x1, . . . , xn]l be as
in Definition 3.1, and assume that (M,p) has the subresultant property w.r.t. I.
Then IA is a zero dimensional ideal and

dimK K[x1, . . . , xn−1]/IA ≤ m− r.
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Proof: By (35, Lemma 3.2.5) we have that condition (1) of the subresultant
property implies that for any S ⊂ {1, . . . ,m} such that |S| = r − 1 and {l +
1, . . . ,m} ⊂ S we have∑

j 6∈S

(−1)σ(j, S) DS∪{j} pj ∈ I, (6)

where DX denotes the determinant of the submatrix of M corresponding to the
columns indexed by X, and σ(j, S) denotes the ordinal number of j in the ordered
set S ∪ {j}. Let T ⊂ {1, . . . ,m}, |T | = r as in condition (2) of the subresultant
property, and let T ⊂ {1, . . . , l} be its complement, which has cardinality m− r.
Then DT 6= 0 by assumption, and by (6) we have that

DT pi +
∑
j∈T

±DT∪{j}−{i}pj ∈ I ∀ i ∈ {1, . . . , l} ∩ T. (7)

After dividing the elements on the left hand side of (7) by DT we get that
p1, . . . , pl is generated by B := {pj : j ∈ T} modulo I as a vector space over K.
This implies that pA

1 , . . . , pA
l is generated by BA = {pA

j : j ∈ T} modulo IA as a
vector space over K. To prove that K[x1, . . . , xn−1] is generated by BA modulo
IA as a vector space over K, let f ∈ K[x1, . . . , xn−1]. Then by condition (2)(c)
in Definition 3.1 and by the above argument we can write

f =
l∑

i=1

fip
A
i ≡

∑
j∈T

gjp
A
j mod IA

for some fi, gj ∈ K[x1, . . . , xn−1]. If maxj∈T (degx(gj)) > 0 then by condition
(2)(b) of Definition 3.1 we can write

∑
j∈T

gjp
A
j =

n−1∑
i=1

∑
j∈T

hijxip
A
j +

∑
j∈T

hjp
A
j ≡

∑
j∈T

g̃jp
A
j mod IA

where maxj∈T (degx(g̃j)) is strictly smaller than maxj∈T (degx(gj)). Therefore,
using induction on maxj∈T (degx(gj)), we can write

f ≡
∑
j∈T

gjp
A
j mod IA

where gj ∈ K for all j ∈ T . This implies that

dimK[x1, . . . , xn−1]/IA ≤ m− r

as claimed. 2

In the following definition we define the “subresultant method”.
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Definition 3.4: Let R and K be as above and assume that the ideal I ⊂
K[x1, . . . , xn] is given by a finite set F ⊂ R[x1, . . . , xn] of generators as input.
We call subresultant method the computation of the following objects:

i. A matrix M ∈ Rr×m and a vector p = (p1, . . . , pl) ∈ K[x1, . . . , xn]l as in
Definition 3.1 such that (M,p) has the subresultant property for I.

ii. T ⊂ {1, . . . ,m}, |T | = r, {l + 1, . . . ,m} ⊂ T such that DT 6= 0, where DT

denotes the determinant of the submatrix of M with columns corresponding
to T .

iii. The set of polynomials

S(M,p) := {zi · p | i ∈ T ∩ {1, . . . , l}} (8)

where zi = (zi1, . . . , zil) ∈ Kl for i ∈ T ∩ {1, . . . , l} are defined by

zij =

{
−δi,j if j ∈ T ∩ {1, . . . , l}
(−1)σ(j,T−{i})DT−{i}∪{j}

DT
if j 6∈ T,

(9)

where σ(j, T − {i}) denotes the ordinal number of j in the ordered set T ∪
{j}r {i}. Note that by the proof of Proposition 3.3 we have S(M,p) ⊂ I.

In the next proposition we relate the coefficients of the polynomials in S(M,p)
defined in (9) to the dual of the column-nullspace of M . Since the parametric
equations of the nullspace of a full rank matrix can be computed by the solu-
tion of non-singular linear systems, this observation allows to compute the set
S(M,p) in the subresultant method using basic numerical linear algebra tools.
The proof of the proposition is straightforward linear algebra, and we leave it to
the reader. Before stating the proposition, we introduce the following notation:

Notation 3.5: Let K be a field and M ∈ Kr×m be a matrix. The column-
nullspace of M is defined as the subspace

cnull(M) := {w ∈ Km | M ·w = 0} (10)

and its dual is defined as

cnull⊥(M) := {z ∈ (Km)∗ | z(cnull(M)) = 0}. (11)

Note that if rank(M) = r then dim(cnull(M)) = m−r and dim(cnull⊥(M)) = r.

Proposition 3.6: Let M be an s × m matrix with entries from a field K.
Let r := rank(M). Fix T ⊂ {1, . . . ,m} such that |T | = r and the columns of
M corresponding to T are linearly independent. Then the set of vectors {zi =
(zi1, . . . , zim) | 1 ≤ i ≤ r} defined as

zij =

{
−δi,j if j ∈ T

(−1)σ(j,T−{i})DT−{i}∪{j}
DT

if j 6∈ T
.
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forms a basis for cnull⊥(M). Here DX denotes the minor corresponding to the
columns of M indexed by X for any set X ⊂ {1, . . . ,m} with |X| = r and any
fixed r rows of M such that DT 6= 0. As above, σ(j, T −{i}) denotes the ordinal
number of j in the ordered set T ∪{j}r {j}. Moreover, once we fix the columns

T as above, the values of
DT−{i}∪{j}

DT
(i ∈ T , j 6∈ T ) do not depend on the choice

of rows as long as DT 6= 0.

Example 3.7: Let n = 3, d = (3, 3, 2) and f = (f1, f2, f3) be the following generic polynomial system in
x := (x, y, z)

f1 = a0x3 + a1x2y + a2x2z + a3xy2 + a4xyz + a5xz2 + a6y3 + a7y2z + a8yz2 + a9z3

f2 = b0x3 + b1x2y + b2x2z + b3xy2 + b4xyz + b5xz2 + b6y3 + b7y2z + b8yz2 + b9z3 (12)

f3 = c0x2 + c1xy + c2xz + c3y2 + c4yz + c5z2.

Define M to be the following 8 × 11 matrix (which is the Jouanolou subresultant matrix of f with η = 2 and
ν = 4, see later sections):

2
6666666666666666664

µu2,x3 µu2,x2y µu2,x2z µu2,xy2 µu2,xyz µu2,xz2 µu2,y3 µu2,y2z µu2,yz2 µu2,z3 c0

µvu,x3 µvu,x2y µvu,x2z µvu,xy2 µvu,xyz µvu,xz2 µvu,y3 µvu,y2z µvu,yz2 µvu,z3 c1

µv2,x3 µv2,x2y µv2,x2z µv2,xy2 µv2,xyz µv2,xz2 µv2,y3 µv2,y2z µv2,yz2 µv2,z3 c3

a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 0

c0 c1 c2 c3 c4 c5 0 0 0 0 0

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 0

0 c0 0 c1 c2 0 c3 c4 c5 0 0

0 0 c0 0 c1 c2 0 c3 c4 c5 0

3
7777777777777777775

where µuβ ,xα, are coefficients of the “Morley forms” (see (27)) and are multilinear forms in the coefficients of
f1, f2, f3, for example

µuv,x2y = −a1c1b5 + a3c0b5 − a0c3b5 + a5b1c1 + a5b0c3 − a3b0c5 − a5c0b3 + a0b3c5.

Let p be the following vector of 10 polynomials of degree ν = 3:

p =
�

x3 yx2 zx2 y2x zyx z2x y3 y2z z2y z3
�
.

Define for i = 1, . . . , 7 and j = 8, 9, 10

di,j = (−1)j−1
D{1,...,̂i,...,7,11}∪{j}

D{1,...,7,11}

where DX denotes the subdeterminant of M with columns indexed by the set X ⊂ {1, . . . , 11}, for |X| = 8.
Note that di,j are well defined in K since D{1,...,7,11} 6= 0. Take the elements zi = (zi1, . . . , zi10) for i = 1 . . . 7
defined as follows:

zij =

�
−δi,j if 1 ≤ i ≤ 7
di,j if j = 8, 9, 10

where δi,j denotes the Kronecker symbol. Then, by definition, the following 7 polynomials will form the set
S(M,p):

z1 · p = −x3 + d1,8y2z + d1,9z2y + d1,10z3, z2 · p = −yx2 + d2,8y2z + d2,9z2y + d2,10z3,
z3 · p = −zx2 + d3,8y2z + d3,9z2y + d3,10z3, z4 · p = −y2x + d4,8y2z + d4,9z2y + d4,10z3,
z5 · p = −zyx + d5,8y2z + d5,9z2y + d5,10z3, z6 · p = −z2x + d6,8y2z + d6,9z2y + d6,10z3,
z7 · p = −y3 + d7,8y2z + d7,9z2y + d7,10z3.

(13)

As we shall see in the proof of Proposition 5.6, the pair (M,p) satisfies the subresultant property, thus S(M,p) ⊂
I = 〈f1, f2, f3〉.
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As we shall see in the next section, in many cases the computation of the
common roots of the system S(M,p) is much easier than the solution of the
original input system F ⊂ R[x1, . . . , xn]. As we noted earlier, the subresultant
property implies that

S(M,p) ⊂ I.

In the following proposition we prove that if the dimension of the factor algebra
of IA equals the corank of M then

S(M,p)A = IA. (14)

Proposition 3.8: Let R, K, I, p, and M ∈ Rr×m be as in Definition 3.1, and
assume that (M,p) has the subresultant property with respect to I. Let S(M,p)
be the set defined in Definition 3.4. Then

dimK K[x1, . . . , xn−1]/IA = m− r (15)

implies that
IA = S(M,p)A.

Proof: Since (M,p) has the subresultant property w.r.t. I we have S(M,p) ⊂ I.
This also implies that S(M,p)A ⊂ IA. Denote by JA the ideal generated by
S(M,p)A in K[x1, . . . , xn−1]. It is sufficient to prove that

dimK[x1, . . . , xn−1]/J
A ≤ m− r.

Let T ⊂ {1, . . . ,m}, |T | = r be such that the columns of M indexed by T form
a non-singular matrix. Let BA := {pA

i | i ∈ T}, where T is the complement of
T and has cardinality |T | = m− r. By the definition of zi for i ∈ T ∩ {1, . . . , l}
in (9) we have that the equivalence classes of the elements in BA generate the
factor space

K〈pA
1 , . . . , pA

l 〉
K〈zi · pA | i ∈ T ∩ {1, . . . , l}〉

.

Using the same argument as is the proof of Proposition 3.3 we can see that BA

also generates K[x1, . . . , xn−1]/J A as a vector space over K. This implies that

dimK[x1, . . . , xn−1]/J A ≤ m− r

as claimed. Note that by (15) we have that BA forms a basis for K[x1, . . . xn−1]/IA.
2

We finish this section by defining properties of “generic” matrices, i.e. matrices
with parametric entries, such that they can be used to compute the solutions of
families of specific polynomial systems via the subresultant method. Informally,
we call a generic matrix a “strong subresultant matrix” with respect to a set of
polynomial systems if for any given system in the set, the polynomials computed
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via the subresultant method generate the same affine ideal as the given system.
In the second part of the paper we study particular matrix constructions and
prove that they are strong subresultant matrices with respect to certain sets of
polynomial systems.

First we need the notion of “generic” and “specified” polynomial systems as
well as a notion of “affine k-sets”.

Definition 3.9: (i) Let

f1 =
∑
|α|=d1

C•m1,αx
α, . . . , fn =

∑
|α|=dn

C•mn,αx
α ∈ R[x1, . . . , xn]

be homogeneous polynomials with parametric coefficients C•mi,α where we as-
sume that R is an integral domain containing Z[C•mi,α]. Then f = (f1, . . . , fn)
is called a generic system of degrees (d1, . . . , dn).

(ii) A coefficient specialization is a ring homomorphism φ : Z[C•mi,α] → k
for some field k, sending each coefficient C•mi,α into its value. We usually

denote the specialization of a generic system f by f̃ = (f̃1, . . . , f̃n) and by Ĩ
the ideal generated by f̃1, . . . , f̃n in k[x1, . . . , xn].

(iii) Let f be a generic system of degrees (d1, . . . , dn) and let k ≥ 0. We say that
a set F ⊂ k[x]n of coefficient specializations of f is an affine k-set, if for
all f̃ = (f̃1, . . . , f̃n) ∈ F ,

dimk k[x1, . . . , xn−1]/ĨA = k,

where ĨA is the ideal generated by f̃A
1 , . . . , f̃A

n .

Next we define the “strong subresultant property”.

Definition 3.10: Let R be as in Definition 3.9 and let K be the fraction
field of R. Let f = (f1, . . . , fn) be a generic system with degrees (d1, . . . , dn)
in R[x1, . . . , xn]. For some k, l, t, u ∈ N let M ∈ Rt×u be a matrix, p =
(p1, . . . , pl) ∈ R[x1, . . . , xn]l be a list of polynomials, and let F ⊂ k[x1, . . . , xn]n

be an affine k-set of coefficients specializations of f .
We say that the pair (M,p) has the k–strong subresultant property with

respect to F if for all f̃ ∈ F there exists a submatrix M̃ ′ of M̃ of size r×m such
that r = m− k and (M̃ ′, p̃) has the subresultant property w.r.t. Ĩ. Here Ĩ is the
ideal generated by f̃ , and M̃ ∈ kt×u and p̃ ∈ k[x1, . . . , xn]l denotes the coefficient
specializations of M and p corresponding to f̃ , respectively.

As a consequence of Propositions 3.3 and 3.8 we get the following corollary.

Corollary 3.11: Let f , M , p be as in Definition 3.10, and assume that (M,p)
has the k-strong subresultant property w.r.t. some affine k-set F ⊂ k[x1, . . . , xn]n

for some k ≥ 0. For f̃ ∈ F let (M̃ ′, p̃) be the pair with the subresultant property
that satisfies the conditions of Definition 3.10. Let J̃ be the ideal generated by
S(M̃ ′, p̃) defined in Definition 3.4. Then

J̃ A = ĨA.
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4. Solution of polynomial systems

In this section we follow an approach similar to the one in (20) and translate the
subresultant method in Definition 3.4 into a tool for solving polynomial systems.
We give a triangular representation of the common roots of S(M,p) defined in
(8) in the case when the polynomials in p = (p1, . . . , pl) satisfy certain conditions.
We also give a method to compute the matrices of the multiplication maps of the
coordinate functions. These matrices has the coordinates of the common roots as
eigenvalues. The techniques described in this section are very simple, only using
matrix multiplication and determinant computation on small matrices. In order
to motivate the hypotheses and the construction, we first describe the method
and the proof of correctness, and then we summarize the results in a proposition.

Let pA = (pA
1 , . . . , pA

l ) be a vector of polynomials in k[x1, . . . , xn], and assume
that the first k polynomials pA

1 , . . . pA
k are linearly independent over k for some

k > 0. Let zi = (zi,1, . . . , zi,l) ∈ kl (i = 1, . . . , l − k) be any vectors such that

zi,j = δi,j−k if j = k + 1, . . . l, (16)

where δi,j−k is the Kronecker delta. Then the equivalence classes of [pA
1 ], . . . , [pA

k ]
form a basis for the vector space

V :=
k〈pA

1 , . . . , pA
l 〉

k〈z1 · pA, . . . , zl−k · pA〉
. (17)

Let qA ∈ k(x1, . . . , xn−1) be any rational function such that

qApA
i ∈ k〈pA

1 , . . . , pA
l 〉 i = 1, . . . , k.

Define the linear transformation

µqA : V → V, [pA
j ] 7→ [qApA

j ] j = 1, . . . , k. (18)

Then it is easy to see that the values qA(ξ1), . . . , q
A(ξk) ∈ k̄ are eigenvalues of µqA ,

where ξ1, . . . , ξk are the common roots of the polynomials z1 · pA, . . . , zl−k · pA.
Moreover, if qA(ξ1), . . . , q

A(ξk) are all distinct, then they provide all eigenvalues
of µqA and the eigenvector corresponding to qA(ξj) is v(ξj) := (pA

1 (ξj), . . . , p
A
k (ξj))

for j = 1, . . . , k, which are independent of qA. Here the coordinates are taken
with respect to the basis {[pA

1 ], . . . , [pA
k ]} of V . Note also that if the values

qA(ξ1), . . . , q
A(ξk) are not all distinct, i.e. qA(ξi) has multiplicity mi (the roots are

also counted with multiplicity), then qA(ξi) is an eigenvalue of µqA with multi-
plicity mi, and the generalized eigenspace corresponding to qA(ξi) is independent
of qA (see Cox et al. (11, Chapter 4)).

In the next corollary we state sufficient conditions on p so that we can easily
compute the matrices of the multiplication maps µxi

for i = 1, . . . , n− 1. Com-
puting the eigenvalues of these matrices simultaneously gives an algorithm to
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find the common roots of z1 · pA, . . . , zl−k · pA, together with their multiplicity.
Many other authors give methods to compute the matrices of the multiplication
maps (see for example (1; 36; 32; 10; 30; 33; 34; 24; 21; 17; 2)), here we show
how to compute them from subresultant matrices.

Corollary 4.1: Let pA = (pA
1 , . . . , pA

l ) ∈ k[x1, . . . , xn−1]
l be a vector of poly-

nomials and let 0 ≤ k ≤ l. For 1 ≤ i ≤ l−k let zi = (zi,1, . . . , zi,l) ∈ km be vectors
as in (16), and let V be defined as in (17). Assume that for all i = 1, . . . , n− 1

and j = 1, . . . , k there exist a
(i)
j,t ∈ k (1 ≤ t ≤ l) such that

xi · pA
j =

l∑
t=1

a
(i)
j,t pA

t . (19)

Define the following matrices for 1 ≤ i ≤ n− 1:

Ai :=
(
a

(i)
j,t

)k,k

1,1
Bi :=

(
a

(i)
j,t

)k,l

1,k+1
C := (zu,v)

l−k,k
1,1 .

Then the k× k matrix Ai +Bi ·C is the transformation matrix between the basis
{[pA

1 ], . . . , [pA
k ]} ⊂ V and the set {[xip

A
1 ], . . . , [xip

A
k ]} ⊂ V , thus it is the matrix

of µxi
defined in (18).

Another method to compute the coordinates of the common roots of z1 ·
pA, . . . , zl−k · pA is to find a triangular representation for them. To this end
we first express the first coordinates of the common roots as the roots of the
characteristic polynomial of the map µx1 . Then we also give expressions for the
other coordinates of the common roots in terms of the first coordinates. We need
the following assumption:

The first coordinates of the common roots of (z1 · pA, . . . , zl−k · pA) are k
distinct elements of k̄.

Note that the case when (z1 · pA, . . . , zl−k · pA) has k distinct common roots
but the first coordinates are not distinct can be treated by a generic coordinate
transformation. As we mentioned above, even if some of the first coordinates
of the common roots have higher multiplicity, the eigenvalues of µx1 will have
the same multiplicity. However, to compute the other coordinates of the com-
mon roots in terms of the first one is more complicated in this case, and we
will not consider it here. For a method to handle this case without coordinate
transformation see Dı́az-Toca and González-Vega (15).

First of all, using the notation and the claim of Corollary 4.1 the first co-
ordinates of the common roots of (z1 · pA, . . . , zl−k · pA) are the roots of the
characteristic polynomial

det (A1 + B1 · C − x1 · I) = 0. (20)

To express the other coordinates in terms of the first ones, fix a common
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root ζ = (ζ1, . . . , ζn−1) of (z1 · pA, . . . , zl−k · pA). We denote the eigenvector of
A1 + B1 · C corresponding to ζ1 by

v(ζ) = (v1(ζ), . . . , vk(ζ)) = (pA
1 (ζ), . . . , pA

k (ζ)) ∈ k̄ k.

Therefore, using (19), we get that ζi for 2 ≤ i ≤ n− 1 satisfy

ζi · v1(ζ) = e1 · (Ai + Bi · C) · v(ζ)T

where e1 is the first canonical basis vector. We get a determinantal formula by
observing that the eigenvector

(v(ζ)1 : · · · : v(ζ)k) = (Pi,1(ζ) : · · · : Pi,k(ζ)) (21)

for some 1 ≤ i ≤ k, where Pi,j is the determinant of the submatrix of A1 + B1 ·
C−x1 · I with the i-th row and the j-th column removed. If we assume that P1,1

and det(A1 + B1 · C − x1 · I) have no common roots, then we can choose i = 1
for all eigenvalues of A1 + B1 · C, and get the formula

xi · P1,1 = e1 · (Ai + Bi · C) · PT
1 , (22)

where P1 = (P1,1, . . . ,P1,k) ∈ k[x1]
k.

The application of equations (20) and (22) gives determinantal formulae for a
triangular representation of the common roots of S(M,p)A = {z1 ·pA, . . . , zl−k ·
pA}.

We summarize the above construction in the following corollary:

Corollary 4.2: Let pA = (pA
1 , . . . , pA

l ), zi = (zi,1, . . . , zi,l) ∈ km for 1 ≤ i ≤
l − k and Ai, Bi, C for 1 ≤ i ≤ n − 1 be as in Corollary 4.1. Assume that (z1 ·
pA, . . . , zl−k ·pA) has exactly k common roots in k̄n−1, and the first coordinates of
the common roots are all distinct. Then for the first coordinates of the common
roots we have the defining equation

det (A1 + B1 · C − x1 · I) = 0.

To find the other coordinates we define the univariate polynomials P1,j ∈ k[x1]
to be the determinant of the submatrix of A1 + B1 · C − x1 · I with the first row
and the j-th column removed. Define the vector

P1 = (P1,1, . . . ,P1,k) ∈ k[x1]
k.

If
gcdx1

(P1,1, det(A1 + B1 · C − x1 · I)) = 1.

then for each 2 ≤ i ≤ n− 1 we have the following determinantal formula for the
i-th coordinates in terms of the first ones:

xi · P1,1 = e1 · (Ai + Bi · C) · PT
1 (23)

where e1 is the first canonical basis vector.
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Example 3.7 (cont)
In this example we specified our system of three homogeneous polynomials to have 3 common roots in the
projective space:

Roots = {(x = 2t, y = −t, z = −2t) , (x = −t, y = −t, z = t) , (x = t, y = −2t, z = 3t)} .

The polynomial system f̃ consists of the following three polynomials:

f̃1 := −
335

8
x3 − 53 x2y − 66 x2z − 37 xy2 − 23 xyz −

129

8
xz2 + 82 y3 − 42 y2z − 34 yz2 + 31 z3,

f̃2 := −76 x3 + 25 x2y − 65 x2z − 60 xy2 − 61 xyz + 28 xz2 − 306 y3 − 289 y2z + 29 yz2 + 55 z3,

f̃3 := 78 x2 + 94 xy +
599

12
xz − 222 y2 − 17 yz +

995

12
z2

The subresultant matrix M̃ ∈ Q8×11 is the specialization of the matrix M defined in Example 3.7. The vector
p ∈ Q[x, y, z]10 is the same as in Example 3.7. We will prove in Proposition 5.6 that (M̃,p) has the subresultant
property w.r.t. f̃ . To demonstrate the method described in Proposition 4.2, we choose B := {p1, p2, p3} =
{x3, x2y, x2z}. Then the following polynomials — corresponding to elements in cnull⊥(M̃) — are all in the
ideal 〈f̃1, f̃2, f̃3〉:

y2z − (−1
2

x2y + 19
8

x3 + 23
8

x2z), xz2 − (3 x3 + 2 x2z),
yz2 − (−4 x2z − 4 x3 + x2y), z3 − (6 x3 + 7 x2z),
xyz − (−2 x3 − x2y − 2 x2z), y3 − (− 23

16
x3 + 3

4
x2y − 27

16
x2z),

xy2 − ( 13
8

x3 + 1
2

x2y + 9
8

x2z).

(24)

The set S(M̃,p) is defined as the set of polynomials in (24). By Proposition 3.8 we have that

ĨA = S(M̃,p)A,

where the affinization we use here is at x = 1. Since

y · BA = {y, y2, yz} ⊂ k〈x3, x2y, x2z, xy2, xyz, xz2, y3, y2z, yz2, z3〉A,

we can apply Proposition 4.2. Using (24), the transformation matrix between the bases B and y · B modulo
〈S(M̃,p)〉 is the 3× 3 matrix

U =

2
664

0 1 0

13
8

1
2

9
8

−2 −1 −2

3
775

with characteristic polynomial 2λ3 + 3λ2 − 3λ− 2. The eigenvalues, 1, − 1
2

and −2, of U are the values of y at
the common roots above.
We can find the values of z at the common roots by observing that the first row of the transformation matrix
between the bases B and z · B is [0, 0, 1]. Therefore, using the formula (23), we get that�����

1
2
− λ 9

8

−1 −2− λ

����� z =

�����
13
8

1
2
− λ

−2 −1

����� .
In other words, after substituting λ = y, we get the following triangular description of the common roots of f̃ :

S(M̃,p)A = V
�
2y3 + 3y2 − 3y − 2, (−5/8− 2y)− (1/8 + 3/2 y + y2)z

�
.

Note that if we choose B := {p1, p2, p4} = {x3, x2y, xy2} then the polynomials in S(M̃,p) are

xz2 − 1/9 x3 + 8
9

x2y − 16
9

xy2, x2z + 13
9

x3 + 4/9 x2y − 8
9

xy2,

y2z + 16
9

x2y − 23
9

xy2 + 16
9

x3, yz2 − 16
9

x3 − 25
9

x2y + 32
9

xy2,

xyz − 8
9

x3 + 1/9 x2y + 16
9

xy2, y3 − x3 − 3/2 x2y + 3/2 xy2,

z3 + 37
9

x3 + 28
9

x2y − 56
9

xy2

and we can get a triangular representation directly from S(M̃,p) without using Proposition 4.2:�
y3 − x3 − 3/2 x2y + 3/2 xy2, x2z +

13

9
x3 + 4/9 x2y −

8

9
xy2)

�
.

In the following proposition we consider the case when the polynomial system
has a unique common root. Similar expressions using subresultant matrices can
be found in (19; 8).
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Proposition 4.3: Let f̃ = (f̃1, . . . , f̃n) ∈ k[x1, . . . , xn] be homogeneous polyno-
mials. Let M̃ ∈ kr×(r+1) be a matrix and let p̃ = (p̃1, . . . , p̃l) be a vector of degree
ν homogeneous polynomials in k[x1, . . . , xn] such that (M̃, p̃) has the subresul-
tant property with respect to Ĩ. Then f̃1, . . . , f̃n have either zero or one common
root in Pn−1

k̄
. If f̃1, . . . , f̃n has one common root ξ = (ξ1 : · · · : ξn) ∈ Pn−1, then

we have the following equation in Pr
k:

(p̃1(ξ) : · · · : p̃l(ξ)) =
(
D{2,...,r+1} : · · · : (−1)l−1D{1,...,l̂...,r+1}

)
(25)

where D{1,...,̂i...,r+1} denotes the maximal minor of M̃ with the i-th column re-
moved. Moreover, if we assume that D{1,...n̂...,r} 6= 0 and

xip̃n = xnp̃i for i = 1, . . . n− 1 (26)

then the coordinates of ξ are given by

(ξ1 : · · · : ξn) =
(
D{2,...,r+1} : · · · : (−1)n−1D{1,...n̂...,r+1}

)
. (27)

Proof: First note that condition (2) of the subresultant property in Definition
3.1 implies that the right hand side of (25) defines a point in Pl

k. We can as-
sume without loss of generality that D{2,...,r+1} 6= 0. Consider the linear equation
system L with unknowns ζ = (ζ1, . . . , ζl) given by

L := {ζi − (−1)i
D{1,...̂i...,r+1}

D{1,...,r}
ζ1 = 0 | 2 ≤ i ≤ l}.

Clearly L has a unique solution in Pr
k which equals to

(ζ1 : · · · : ζl) =
(
D{2,...,r+1} : · · · : (−1)rD{1,...,...l̂...,r+1}

)
.

Since (M̃, p̃) has the subresultant property w.r.t f̃ , pi −
(−1)iD{1,...̂i...,r+1}

D{2,...,r+1}
p1 (2 ≤

i ≤ l) is in the ideal generated by f̃1, . . . , f̃n. Therefore, for any common root

ξ ∈ Pn−1
k̄

of f̃1, . . . , f̃n we have that pi(ξ)−
(−1)iD{1,...̂i...,r+1}

D{1,...,r}
p1(ξ) = 0. This implies

that f̃ has at most one common root in Pn−1
k̄

. In the case when f̃ has a common
root we get the claimed equation (25).
The second claim (27) is an immediate consequence of (25) and (26). 2

Remark 4.4: As we mentioned in the introduction, there is a formula involving
the partial derivatives of the resultant for the coordinates of the unique common
root, generalizing (2) above (cf. Jouanolou (25); Jouanolou (26); Gelfand et al.
(18); Jeronimo et al. (23)). If f = (f1 =

∑t1
j=1 cα1,j

xα1,j , . . . , fn =
∑tn

j=1 cαn,j
xαn,j)

is a system of generic homogeneous polynomials of degree d = (d1, . . . , dn) and
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f̃ ⊂ k[x1, . . . , xn] is a coefficient specialization of f such that f̃ has a unique
common root ξ then for all 1 ≤ i ≤ n we have

(ξαi,1 : · · · : ξαi,ti ) =

(
∂Resd
∂cαi,1

(f̃) : · · · : ∂Resd
∂cαi,ti

(f̃)

)
. (28)

Note that

degci,α(j)

∂Resd
∂ci,α(j)

= Hd̂i(δ − di + 1)− 1 =
∏
k 6=i

dk − 1 ∀ 1 ≤ j ≤ ti

where Hd̂i denotes the Hilbert function of a regular sequence with n− 1 homo-

geneous polynomials in n variables with degrees d̂i = (d1, . . . , di−1, di+1, . . . , dn)
(for reference see for example D’Andrea and Dickenstein (12)), and δ =

∑n
i=1(di−

1). On the other hand, if we apply Corollary 4.3 and the results of (19; 8) with
the Macaulay or Jouanolou type subresultant matrices, then the determinants
on the right hand side of (25) can be replaced by the subresultants, and their
degree in the coefficients of fi is Hd̂i(δ − di) and we have

Hd̂i(δ − di) ≤ Hd̂i(δ − di + 1)− n.

This shows that the use of subresultants improves methods using formulas anal-
ogous to (28) when solving polynomial systems. Note that (25) uses the deter-
minants of subresultant matrices, which are multiples of the subresultants, but
the extraneous factor is smaller than the extraneous factor for the determinants
of resultant matrices.

5. Strong subresultant theory for Jouanolou type matrices

For homogeneous multivariate polynomial systems González-Vega (19) and Chardin
(8) generalized the notion of univariate subresultants of Collins (9) using Macaulay
matrices. As we mentioned in the introduction, these subresultant constructions
are special cases of the Jouanolou type subresultant construction (c.f. Szanto
(35)). Therefore, we only describe the latter, following the approach of Szanto
(35).

First we recall the definition of the Jouanolou subresultant matrix Jη,ν(f) de-
fined in Szanto (35). As we shall see, the matrix Jη,ν(f), together with a vector
of monomials corresponding to its columns, form a pair satisfying the subre-
sultant property. In the end of the subsection we give a modification of the
matrix Jη,ν(f) which, together with the vector of monomials corresponding to
its columns, satisfies the k-strong subresultant property with respect to affine
k-sets of polynomial systems F , where the exact conditions on k and F are
specified below.
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Before the definition of the subresultant matrices, we define sets of mono-
mials corresponding to columns and rows of the Jouanolou type resultant and
subresultant matrices (c.f. Jouanolou (27, Section 3.10) and (35)).

Definition 5.1: Fix d = (d1, . . . , dn). For η ≥ 0 we define the following sets
of monomials

Monn(η) := {xα | |α| = η}
Repd(η) := {xα | |α| = η, ∃ i αi ≥ di}
Dodd(η) := {xα | |α| = η, ∃ i 6= j αi ≥ di, αj ≥ dj}.

For η < 0 we define all of the above sets to be the empty set. Also, we denote
by Mon∗n(η) the dual basis of Monn(η) in the dual R-module 〈Monn(η)〉∗, and
similarly for Rep∗d(η).
For 0 ≤ η′ ≤ η let

Monn(η, η′) := {xα | |α| = η, αn ≥ η′}
Repd(η, η′) := {xα ∈ Monn(η, η′) | ∃i ≤ n− 1 αi ≥ di or αn ≥ dn + η′}.

We denote the sets of monomials corresponding to columns and rows of the
subresultant matrix by

Monn(η, η′) := Monn(η)−Monn(η, η′)

Repd(η, η′) := Repd(η)− Repd(η, η′).

We may omit n and d from the subscript if it is clear from the context.

Notation 5.2: We use the following notations and assumptions:

1. For ν ≥ 0 and d = (d1, . . . , dn) we denote by Hd(ν) the Hilbert function of
a regular sequence of n homogeneous polynomials in n variables of degrees
d1, . . . , dn.

2. Denote by δ the sum

δ =
n∑

i=1

(di − 1).

3. Fix η and ν such that they satisfy the condition

0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ. (29)

Informally, η denotes the smaller one among η and δ − η in the definition
of Jouanolou’s matrix and ν is the analogue of the degree in the Macaulay
type subresultant construction of Chardin (8). To simplify the notation, we
also introduce

η′ := η − (δ − ν).
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Next we define the subresultant matrix Jη,ν(f).

Definition 5.3: Let f = (f1, . . . , fn) ∈ R[x1, . . . , xn] be generic homogeneous
polynomials of degrees d = (d1, . . . , dn). Fix η and ν such that they satisfy (29)
and let η′ = η − (δ − ν). The R-module homomorphism

Jη,ν(f) : 〈Mon(η, η′)〉∗ ⊕ 〈Rep(δ − η)〉 → 〈Mon(δ − η)〉 ⊕ 〈Rep(η, η′)〉∗

corresponding to the subresultant matrix is defined as follows. Let

Ωη,η′ : 〈Mon(η, η′)〉∗ → 〈Mon(δ − η)〉, yβ 7→ Morlβ(x), (30)

where Morlβ(x) is the Morley form defined in Jouanolou (27, Section 3.10), a
degree δ − η polynomial in R[x1, . . . , xn]. For t ≥ 0 define

Φt : 〈Rep(t)〉 → 〈Mon(t)〉, xα 7→

 xα

x
di(α)

i(α)

 · fi(α), (31)

where i(α) denotes the smallest index such that αi(α) ≥ di(α). Let Φ∗
η,η′ be the

dual of the map Φη|〈Repd(η,η′)〉 restricted to 〈Mon(η, η′)〉∗. Then Jη,ν(f) is defined
as (

yα,xβ
)
7→
(
Ωη,η′(y

α) + Φδ−η(x
β), Φ∗

η,η′(y
α)
)

for yα ∈ Mon(η, η′)∗ and xβ ∈ Repd(δ− η). Abusing the notation, we denote the
matrix of the map Jη,ν(f) – in the given monomial bases – again by Jη,ν(f).

Permuting rows and columns, the matrix Jη,ν(f) has the following structure:

Jη,ν(f) =

Mon(δ − η) Rep(η, η′)∗

Ωη,η′ Φ∗
η,η′ Mon(η, η′)∗

Φδ−η 0 Rep(δ − η)

(32)

As we mentioned earlier, the subresultant matrix Jη,ν(f) is a submatrix of
Jouanolou’s resultant matrix (cf. (27)), and for ν = δ + 1 we get the resultant
matrix, which is square. The subresultant matrix is obtained from the resultant
matrix by erasing the rows corresponding to the monomials in Mon(η, η′) and the
columns corresponding to the monomials in Rep(η, η′). The difference between
the number of columns and rows of Jη,ν(f) is Hd(ν) (c.f. Szanto (35)).

Example 5.4: Let n = 3, d = (3, 3, 2) and f = (f1, f2, f3) be polynomials in x := (x, y, z) as in Example 3.7.
We set η = 2. We obtain Jouanolou’s resultant matrix by taking ν = δ + 1 = 6, which is a 11 × 11 matrix
J2,6(f) with rows corresponding to the monomials

�
u2 uv uw v2 vw w2 x3 z2x y3 z2y z3

�
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and the columns corresponding to the monomials

�
x3 yx2 zx2 y2x zyx z2x y3 y2z z2y z3 w2

�
,

using the variables u, v, w for the dual R-algebra.
For ν = 5 we have η′ = η − (δ − ν) = 2, therefore we erase all rows of J2,6(f) corresponding to monomials

which have degree 2 in the variable w. That is, we erase the single row corresponding to w2. Since Rep(2, 2) = ∅,
we do not erase any columns. Thus the subresultant matrix J2,5(f) has size 10× 11.

For ν = 4 we have η′ = 1, therefore we erase all rows which correspond to monomials of degree at least 1
in the variable w. Again, Rep(2, 1) = ∅, so we do not erase any columns. Thus the subresultant matrix J2,4(f)
has size 8× 11, with the rows corresponding to the monomials

�
u2 vu v2 x3 z2x y3 z2y z3 �

,

while the columns still correspond to the monomials

�
x3 yx2 zx2 y2x zyx z2x y3 y2z z2y z3 w2 �

In the next definition we define square submatrices of the Jouanolou subre-
sultant matrix Jη,ν(f) such that the ratios of their determinants give the subre-
sultants.

Definition 5.5: Let f , d, δ, η, ν, η′ and Jη,ν(f) be as in Definition 5.3.

1. Let T ⊆ Mon(δ − η) of cardinality Hd(ν). Denote by Mη,ν
T (f) the maximal

square submatrix of Jη,ν(f) with columns not corresponding to T .

2. Let Eδ−η denote the submatrix of Φδ−η (see (31)) with rows and columns
corresponding to monomials in Dod(δ−η) (see Definition 5.1). Let Eη,η′ be
the submatrix of Φ∗

η,η′ (see Definition 5.3) such that its rows and columns
correspond to Dod(η) ∩ Rep(η, η′).

3. Let T ⊆ Mon(δ−η) of cardinality Hd(ν). We define the subresultant Γη,ν
T (f)

corresponding to T by

Γη,ν
T (f) :=

det(Mη,ν
T )

det(Eδ−η) det(Eη,η′)
. (33)

Note that the denominator of Γη,ν
T (f) do not depend on the choice of T .

Example 5.4 (cont)
To give an example when the denominator in (33) is nontrivial, we note that for d = (3, 3, 2) Dodd(t) = ∅ for
any t < 5, therefore, if 0 < η < 5, then the denominator of (33) is 1. For η = 0, Jouanolou’s matrix contains a
single row of Bézoutian type, therefore there is only one possible subresultant matrix J0,5 obtained by removing
this one row. Then J0,5 is a Macaulay type subresultant matrix, which has size 20×21. Note that for ν = δ−η
we always get a Macaulay type subresultant matrix. Since Dod(3,3,2)(5) = {x3z2, y3z2}, therefore E5 has size
2× 2: "

a0 a6

b0 b6

#

Thus, for any T ⊂ Mon(5), |T | = 1, we have

Γ0,5
T (f) =

det(M0,5
T )

a0b6 − a6b0
.

In the following proposition we prove that the Jouanolou type subresultant
matrices satisfy the conditions of the subresultant property (see Definition 3.1).
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Proposition 5.6: Let f = (f1, . . . , fn) be generic polynomials of degrees d =
(d1, . . . , dn) in R[x1, . . . , xn] and let δ, η, ν, η′ and Jη,ν(f) be as in Definition
5.3. Moreover, let p be the following vector:

p := (xη′

n · xα(1), . . . , xη′

n · xα(N)︸ ︷︷ ︸
|Mon(δ−η)|

) (34)

where xα(i) ∈ Mon(δ − η) is the monomial corresponding to the i-th column of
Jη,ν(f) for 1 ≤ i ≤ N := |Mon(δ−η)|. Assume that Hd(ν) ≤ δ−η. Then the pair
(Jη,ν(f),p) has the subresultant property with respect to I, the ideal generated by
f1, . . . , fn.

Proof: By Szanto (35, Proposition 3.1.6) there exists T ⊂ Mon(δ − η) of cardi-
nality Hd(ν) such that Mη,ν

T is non-singular. Also, the assumption that Hd(ν) ≤
δ−η implies that for any T ⊂ Mon(δ−η) of cardinality Hd(ν) conditions (2)(b)
and (2)(c) of Definition 3.1 are satisfied (see Remark 3.2). Therefore, if T is the
index set of the columns of Jη,ν(f) not corresponding T then T satisfies condition
(2) of the subresultant property.

To prove condition (1) of the subresultant property, we cite Szanto (35, Lemma
3.2.7), where it is proved that the column vector

Ωη,η′ · p =
(
xη′

n Morlβ(x)
)

yβ∈Mon∗(η,η′)

(see (32) and Definition 5.3) is in the column space of the matrix Φ∗
η,η′ modulo

the ideal I. This implies that there exists a1, . . . , aR for R := |Rep(η, η′)| such
that if

q := (xη′

n · xα(1), . . . , xη′

n · xα(N)︸ ︷︷ ︸
|Mon(δ−η)|

, a1, . . . , aR︸ ︷︷ ︸
|Rep(η,η′)|

)

then the entries of the vector Jη,ν(f) ·q are in the ideal I. This proves condition
(1) of the subresultant property. 2

We devote the rest of this section to give a modification of the Jouanolou
type subresultant matrix which satisfies the strong subresultant property (see
Definition 3.10). To understand the motivation for the construction what follows,
we first informally explain why (Jη,ν(f),p) do not have the strong subresultant
property.

Let f̃ = (f̃1, . . . , f̃n) be a coefficient specialization of f such that there exists
T ⊂ Mon(δ − η) of cardinality |T | = Hd(ν) so that xη′

n T generates k[x]ν/Ĩν .
Then, by (35)

Γη,ν
T (f̃) 6= 0.

But this does not imply that the matrix Jη,ν(f̃) has maximal rank: if for example
det(Eδ−η(f̃)) = 0 (see Definition 5.5), then the rows of Jη,ν(f̃) are dependent. On
the other hand, in (35, Proposition 3.3.5) it is proved that Γη,ν

T (f̃) is the deter-
minant of a Koszul type complex of k-spaces – there denoted by K•(f̃ , η, ν, T ).



A. Szanto: Solving systems by the subresultant method 22

Thus, the non-vanishing of Γη,ν
T (f̃) implies that K•(f̃ , η, ν, T ) is exact. This im-

plies that the differential of K•(f̃ , η, ν, T ) at level 0 has the same rank as in
the generic case, thus its matrix must have a submatrix which has the same
size and rank as the generic Jouanolou type subresultant matrix Jη,ν(f). This is
the motivation of taking the larger matrix – corresponding to the matrix of the
differential of K•(f , η, ν, T ) at level 0 – instead of Jη,ν(f).

In the next definition we give explicitly the matrix corresponding to the level
0 differential of K•(f , η, ν, T ).

Definition 5.7: Let f , d, ν, η, η′ be as Definition 5.3. The R-module homo-
morphism η,ν(f)ג :

〈Mon(η, η′)〉∗ ⊕
n⊕

i=1

〈Mon(δ − η − di)〉 → 〈Mon(δ − η)〉 ⊕
n⊕

i=1

〈Mon(η − di, η
′)〉∗

is defined as follows. For t > 0 let

φt :
n⊕

i=1

〈Mon(t− di)〉 −→ 〈Mon(t)〉, (xβ(1), . . . ,xβ(n)) 7→
n∑

i=1

xβ(i)fi.

For t ≥ t′ > 0 let

φ∗t,t′ : 〈Mon(t, t′)〉∗ −→
n⊕

i=1

〈Mon(t− di, t
′)〉∗

be the dual of φt|Ln
i=1〈Mon(t−di,t′) restricted to 〈Mon(t, t′)〉∗. Let Ωη,η′ be the same

as in Definition 5.3.
Then η,ν(f)ג is defined as(

yα,xβ(1), . . . ,xβ(n)
)
7→
(
Ωη,η′(y

α) + φδ−η(x
β(1), . . . ,xβ(n)), φ∗η,η′(y

α)
)

for yα ∈ Mon(η, η′)∗ and (xβ(1), . . . ,xβ(n)) ∈
⊕n

i=1〈Mon(t − di)〉. Abusing the
notation, we denote the matrix of the map η,ν(f)ג – in the monomial bases –
again by .η,ν(f)ג

Example 5.4 (cont)
This example demonstrates the possible difference between the subresultant matrices defined in Definition 5.3
and the matrix defined in Definition 5.7. We also show the possible difference between

nM
i=1

〈Mon(t− di)〉 and 〈Repd(t)〉.

As before, we consider 3 generic polynomials of degrees d = (3, 3, 2). If 0 < η < 5 then for all ν the
subresultant matrix Jη,ν is the same as the matrix η,νג .

For η = 0 and ν = 5 the subresultant matrix J0,5 has size 20× 21 as we mentioned in a previous example.
The matrix ג 0,5 defined in Definition 5.7 has size 22× 21. Its rows correspond to the 22 monomials:

h
x
2
, xy, xz, y

2
, yz, z

2
, x

2
, xy, xz, y

2
, yz, z

2
, x

3
, x

2
y, x

2
z, xy

2
, xyz, xz

2
, y

3
, y

2
z, yz

2
, z

3
i

.
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Note that Repd(5) has the following 20 elements:

h
x
5
, x

4
y, x

4
z, x

3
y
2
, x

3
yz, x

3
z
2
, y

3
x
2
, yx

2
z
2
, z

3
x
2
, y

4
x, y

3
xz, y

2
xz

2
, yxz

3
, z

4
x, y

5
, y

4
z, y

3
z
2
, y

2
z
3
, yz

4
, z

5
i

.

Dividing xα ∈ Repd(5) by one of {x3, y3, z2} – the first one which divides xα – we get an injective, but not
surjective, map of sets:

Rep(5) → Mon(2) ∪∗ Mon(2) ∪∗ Mon(3).

In fact, the maps Φ5 of Definition 5.3 and φ5 of Definition 5.7 are related the same way: while Φ5 first divides

xα ∈ Rep(5) by the first one of [x3, y3, z2] which divides it, and then multiplies with the corresponding fi,

the map φ5 simply multiplies xβ ∈ Mon(5 − di) by fi. The maps Φt,t′ and φt,t′ relate similarly. The maps

corresponding to the Morley forms are exactly the same.

In the next theorem we show that (η,ν(f),pג) has the k-strong subresultant
property for all k values such that Hd(ν) ≤ k ≤ δ − η and with respect to
an affine k-set Fk,ν defined below. Here p is the same as was defined in (34)
above. We use the notion of the dimension, degree and the regularity index of
the Hilbert function of homogeneous ideals, which we define first:

Definition 5.8: Let I ⊂ k[x] be a homogeneous ideal, let HI and Hk[x]/I be
the Hilbert functions and let PI and Pk[x]/I be the Hilbert polynomials of I and
k[x]/I, respectively. We denote by

σ(I) := min{t0 : HI(t) = PI(t) ∀t ≥ t0},

and we call σ(I) the regularity of the Hilbert function of I. The dimension
of I, denoted by dim(I) is defined to be the degree of Pk[x]/I (if Pk[x]/I ≡ 0 then
dim(I) := −1). If we assume that dim(I) = 0 then Pk[x]/I is a constant k, and
the degree of I is

deg(I) = k.

Remark 5.9: Classically, one either speaks of the dimension of projective vari-
eties (or schemes) or the dimension of rings (Krull dimension). Our definition
of the dimension of dim(I) coincides with the dimension of the projective variety
Proj(k[x]/I) ⊂ Pn−1

k
defined by I. In this paper we assume that dim(I) = 0. On

the other hand, this is equivalent to the Krull dimension of the ring k[x]/I being
1, which is also dimension of the affine variety defined by I. This second notion
of dimension is used in the Appendix. Note that the assumption that dim(I) = 0
implies that deg(I) equals to the number of common roots of I in Pn−1

k
, counted

with multiplicity. (c.f. Cox et al. (11, Chapter 6.4)).

Theorem 5.10: Let f = (f1, . . . , fn) ⊂ R[x1, . . . , xn] be generic homogeneous
polynomials of degree d = (d1, . . . , dn) and let η, ν, η′ satisfying (29) and the
matrix η,ν(f)ג be as in Definition 5.7. Let p be the vector

p := (xη′

n · xα(1), . . . , xη′

n · xα(N)︸ ︷︷ ︸
|Mon(δ−η)|

) (35)
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as in (34). Assume that Hd(ν) ≤ δ − η. Then for all k > 0 such that Hd(ν) ≤
k ≤ δ−η, the pair (η,ν(f),pג) has the k-strong subresultant property with respect
to the affine k-set F (see Definition 3.9) defined as

Fk,ν := {f̃ | dim(Ĩ) = 0, dimk k[x]A/ĨA = deg(Ĩ) = k and σ(Ĩ) ≤ ν}.

Here f̃ = (f̃1, . . . , f̃n) ∈ k[x]n is a coefficient specialization of f , Ĩ is the ideal
generated by f̃1, . . . , f̃n in k[x], k[x]A = k[x1, . . . , xn−1], dim(Ĩ), deg(Ĩ) and
σ(Ĩ) are defined in Definition 5.8.

The Theorem follows from the following two lemmas:

Lemma 5.11: Let Fk,ν, f̃ ∈ Fk,ν and Ĩ ⊂ k[x] be as in Theorem 5.10. Assume
that there exists T ⊂ Mon(δ − η) with cardinality k := |T | ≤ δ − η such that
S := xη′

n T generates k[x]ν/Ĩν. Then there exists a submatrix J′η,ν(f̃) of η,ν(f̃)ג

such that after removing the columns of J′η,ν(f̃) corresponding to T , the result-

ing matrix is square and have full rank. Moreover, the pair (J′η,ν(f̃),p) has the

subresultant property with respect to Ĩ, where p is defined in (35).

Proof: We use the notation introduced in Definition 5.7. Let B1 ⊂
⊕n

i=1 Mon(η−
di, η

′)∗ be such that the corresponding columns of φ∗η,η′ form a basis for its

column-space. First we will prove that the columns of η,ν(f̃)ג corresponding to
Mon(δ−η)−T ∪B1 are linearly independent. Let B2 ⊂ Mon(δ−η)−T be such
that the columns of η,ν(f̃)ג corresponding to B1 ∪B2 form a basis for the space
of columns of η,ν(f̃)ג not corresponding to T . Let C2 := Mon(δ − η)−B2 − T .

It is sufficient to prove that(
k〈S〉 ⊕ Ĩν

)
∩ k〈xη′

n · C2〉 = {0}, (36)

since it implies that C2 = ∅ since S generates k[x]ν/Ĩν . To prove (36), assume
that xη′

n q(x) is an element of the left hand side of (36). Then there exists r(x) ∈
k〈Mon(δ − η)〉 such that

xη′

n r(x) = xη′

n q(x) +
∑
xα∈T

cαxη′

n xα ∈ Ĩν

for some cα ∈ k. Then by (35, Proposition 3.2.8) there exists p(x) ∈ Ĩδ−η such
that (p(x)+r(x),0) are in the image of the map Ωη,η′⊕φ∗η,η′ . Here 0 denotes the
zero vector in

⊕n
i=1 k〈Mon(η−di, η

′)〉∗. However, p(x) is in the image of the map

φδ−ν , therefore the coefficient vector of (r(x),0) is in the row space of .η,ν(f̃)ג
Therefore, the coefficient vector of (q(x),0) is generated by the rows of η,ν(f̃)ג
with the columns corresponding to T removed. But this implies that q(x) = 0,
since q(x) ∈ k〈C2〉, thus the coefficient vector of (q(x),0) is zero outside of C2,
so by the definition of C2 it must be identically zero.
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This implies that the submatrix of η,ν(f̃)ג with columns corresponding to
Mon(δ − η) ∪ B1 has rank at least |Mon(δ − η)| + |B1| − k. Thus there ex-
ists a subset of rows of cardinality |Mon(δ − η)| + |B1| − k which are linearly
independent. The resulting matrix, which we denote by J′η,ν(f̃), clearly satis-
fies the first claim of the lemma. To prove the second claim, first note that the
assumption that |T | ≤ δ− η implies that condition (2) of the subresultant prop-
erty is satisfied. We will prove condition (1) similarly as in Proposition 5.6. Since
B1 generates the columns of η,ν(f̃)ג corresponding to

⊕n
i=1 Mon(η − di, η

′)∗, by
Szanto (35, Lemma 3.2.7) we have that Ωη,η′ · p (see Definition 5.3) is in the
space generated by the columns in B1 modulo the ideal Ĩ. This implies that
there exists a1, . . . , a|B1| such that if

q := (xη′

n · xα(1), . . . , xη′

n · xα(N)︸ ︷︷ ︸
p

, a1, . . . , a|B1|︸ ︷︷ ︸
|B1|

)

then the entries of the vector J′η,ν(f̃) ·q are in the ideal Ĩ. This proves condition
(1) of the subresultant property. 2

Lemma 5.12: Let I be a homogeneous ideal in k[x1, . . . , xn] and for ν ≥ 0 let
Iν be the degree ν homogeneous part of I. Assume that all common roots of I
are in the affine subspace defined by xn 6= 0. Define

k := deg(I) and ν0 := σ(I).

Then there exists a set of monomials T ⊂ Mon(k) of cardinality k such that
xν−k

n T generates k[x]ν/Iν for all ν ≥ max(k, ν0).

Proof: Let {h1, . . . , hN} be a Gröbner basis for I w.r.t. the graded reverse lexi-
cographic order. Let

sat(I) := {f ∈ k[x] | ∃m ∀i xm
i f ∈ I} (37)

be the saturation of I, which is equal to (I : x∞n ) (c.f. Eisenbud (16, Exercise
15.40)). Let

gi :=
hi

xmi
n

i = 1, . . . , N,

where mi is the highest power of xn which divides hi. Then, by (16, Proposition
15.12), G := {g1, . . . , gN} forms a Gröbner basis for sat(I). Since all the roots
of I satisfy xn 6= 0, therefore deg(sat(I)) = deg(I) = k. This and the fact that
the regularity of a saturated ideal is at most its degree implies that

dim (k[x]ν/sat(I)ν) = k ∀ ν ≥ k.

LetN be the (infinite) set of monomials not in 〈lt(G)〉, the polynomials generated
by the leading terms of the elements in G. Define T ⊂ Mon(k) to be

T := Nk
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the degree k elements in N . Then by (16, Theorem 15.26) T forms a basis for
k[x]k/sat(I)k.

Next we prove that xν−k
n T forms a basis for k[x]ν/sat(I)ν for all ν ≥ k. First

consider ν = k + 1. Let xα ∈ Mon(k + 1). If xn|xα, then it is clearly generated
by xnT modulo sat(I)k+1. Next assume that xn 6 |xα. Let T A := T |xn=1. Since

dimk
k[x1, . . . , xn−1]

sat(I)A
= k

where sat(I)A is generated by the polynomials in sat(I) after substituting xn =
1, therefore T A forms a basis for k[x]A/sat(I)A. Since xα|xn=1 = xα, we have
that

xα =
N∑

i=1

qA
i gA

i +
∑
xβ∈T

cαx
β|xn=1

where deg(gA
i qA

i ) ≤ |α| = k + 1. Note that since the left hand side only contains
a monomial of degree k + 1, therefore all the monomials on the right hand
side which have degree ≤ k must add up to 0. Also note that if qA

i 6= 0 then
deg(gi) ≤ k +1, otherwise gi would be divisible by a power of xn, contrary to its
definition. Let q̄i be the homogenization of qA

i multiplied by a power of xn such
that deg(q̄igi) = k + 1. Then all the terms which are divisible by xn in

N∑
i=1

q̄igi +
∑
xβ∈T

cαxnx
β

must add up to 0. Thus we have that

xα =
N∑

i=1

q̄igi +
∑
xβ∈T

cαxnx
β,

which proves that xnT generates k[x]k+1/sat(I)k+1. For ν > k + 1 we can use
induction and the proof is similar.

It remains to prove that xν−k
n T also forms a basis for k[x]ν/Iν for all ν ≥

max(k, ν0). By our assumptions on I we have that dimk[x]ν/Iν = k, and since
I ⊆ sat(I) we must have that Iν ⊆ sat(I)ν . Thus Iν = sat(I)ν , and the same is
true for their complement in k[x]ν . This concludes the proof. 2

6. On affine k-sets and the regularity of Hilbert functions

In Theorem 5.10 we made certain assumptions about the polynomial systems
for which the strong subresultant property of Jouanolou’s subresultant matrices
hold. These included assumptions on the dimension and location of the roots of
the system, and on the regularity of its Hilbert function: all of these are in general
difficult to verify without the computation of the structure of the factor algebra.
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This section, together with the Appendix written by Marc Chardin, are devoted
to a discussion on what can be said about the validity of these assumptions
without the computation of the structure of the factor algebra. First recall the
assumptions we needed in Theorem 5.10.

Assumption 6.1: Let f = (f1, . . . , fn) ∈ k[x1, . . . , xn]n be homogeneous polyno-
mials of degrees d = (d1, . . . , dn) and let I be the ideal generated by f1, . . . , fn. Let
ν, η be as in Theorem 5.10. We assume that f satisfies the following conditions:

A1. dim(I) = 0, or equivalently the Krull dimension of the ring k[x1, . . . , xn]/I
is 1.

A2. Hd(ν) ≤ dimk k[x1, . . . , xn−1]/IA = deg(I) ≤ δ − η.

A3. σ(I) ≤ ν.

In the first part of this section we discuss assumptions A1 and A2 which
are related to the dimension, cardinality and location of the common roots of
f . Considering assumption A3, as we mentioned earlier, the paper contains an
Appendix, written by Marc Chardin, which proves upper bounds for the regu-
larity of the Hilbert function using the fact that the system is “almost complete
intersection”, i.e. that there is only one extra polynomial to make the system
over-constrained. In the second part of this section we relate the results of Marc
Chardin on the regularity of the Hilbert function of I to the subresultant method.

Polynomial systems that satisfy assumptions A1 and A2 have a set of projec-
tive roots that is finite, non-empty and is in the affine space defined by xn 6= 0.
Unfortunately, these properties are often not inherited from the affine system
to its homogenization: even if the affine system is zero dimensional, it often has
common roots at infinity, and sometimes components with higher dimension. For
example, the ideal generated by {x3

1 − x1, x2 − x2
1, x3 − x2

1} is zero dimensional,
but its homogenization by x4 contains the projective line (0 : 1 : t : 0) at infinity.
(For more on computing the ideal defining the projective closure of an affine
variety, see Eisenbud (16, Chapter 15).) The following notes are practical ways
to handle the situation when assumptions A1 and A2 are not satisfied.

1. If (f1, . . . , fn) defines a zero dimensional projective variety, then there is
a simple way to check whether it has roots at infinity: Let g1, . . . , gn−1 ∈
k[x1, . . . , xn] and define

gi(x1, . . . , xn−1) := gi(x1, . . . , xn−1, 0) i = 1, . . . , n− 1.

Then
Res(g1, . . . , gn−1) 6= 0

if and only g1, . . . , gn−1 has no common roots at infinity (i.e. at xn = 0) (c.f.
Cox et al. (11, Chapter 3, Theorem 3.4)). Here the resultant is taken with
respect to the variables x1, . . . , xn−1. From our n polynomials (f1, . . . , fn)
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to get n − 1, we can form n − 1 generic or random linear combinations
g1, . . . , gn−1 out of f1, . . . , fn. (More precisely, either introduce n(n− 1) pa-
rameter values for the coefficients of the linear combinations, or use random
integer coefficients.) This gives a deterministic or a randomized algorithm
to check the condition A2 in Assumption 6.1.

2. If (f1, . . . , fn) defines a zero dimensional projective variety, then a random
homogenous linear change of variables will turn all roots so that xn 6= 0
with high probability.

3. For polynomial systems having positive dimensional components at infinity
the straightforward application of resultant and subresultant based methods
will not work. However, to find the isolated roots of a well-constrained sys-
tem with higher dimensional components, the so called “generalized char-
acteristic polynomials” method (see Canny (5)) extends the u-resultant
method to handle this case. In this paper we do not consider the possi-
ble extension of the subresultant method to solve over-constrained systems
with positive dimensional components.

We finish the paper by investigating on the regularity of the Hilbert function
of I. The following list contains facts and related results which might help to
predict whether Assumption 6.1(3) is satisfied.

1. Assume that (f1, . . . , fn) ∈ k[x]n is homogeneous of degree (d1, . . . , dn),
and that dim(I) = 0 where I is the ideal generated by f1, . . . , fn. Then the
regularity of the Hilbert function of I in the worst case is at most δ (c.f.
Appendix, Corollary 7.12). This implies that in the worst case we can use
Jouanolou’s subresultant matrices in degree δ: for all 1 ≤ k ≤ δ − η, δ,ηג

has the k-strong subresultant property with respect to all systems satisfying
assumptions A1 and A2. However, in many cases we have a priori knowledge
about the regularity of the Hilbert function being smaller than in the worst
case.

2. If the ideal I is saturated, i.e. sat(I) = I where sat(I) was defined in
(37), then, as we mentioned earlier, σ(I) ≤ deg(I) − 1. Note that using
Assumption 6.1(A2) and (29) we get that deg(I) ≤ δ − η ≤ ν, therefore
assumption (3) is always satisfied for saturated ideals.

Computing the saturation of an ideal, or its degree d components might re-
quire the computation of Gröbner bases (see Eisenbud (16, Chapter 15.10)),
or the computation of H-bases originally introduced by Macaulay (see Möller
and Sauer (31)). However, using Gröbner bases or H-bases one could directly
compute the common roots.

3. Corollary 7.5 of the Appendix implies that if, in addition to Assumptions
(A1) and (A2), we also have that the projective variety defined by I is not
contained by any degree δ − ν hypersurface, then ν is an upper bound for
σ(I), i.e. Assumption (A3) is also satisfied.
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4. According Remark 7.8 of the Appendix, one of the equivalent conditions
of Corollary 7.7 together with Assumptions (A1) and (A2) implies that
the degree ν subresultant Γη,ν

T (f) corresponding to the monomial set T :=
{x2ν−δ

n xα : |α| = δ−ν} is not zero. This implies that the degree ν Jouanolou
subresultant matrix Jη,ν(f) have the subresultant property with respect to
I, unless the extraneous factor det(Eδ−η) det(Eη,η′) is zero at f .
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[31] Möller, H. M., Sauer, T. (2000). H-bases for polynomial interpolation and
system solving. Adv. Comput. Math., 12(4):335–362. Multivariate polynomial
interpolation.
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7. Appendix: Castelnuovo-Mumford regularity of an al-
most complete intersection of dimension 1
by Marc Chardin

We give in this appendix a short account on the behavior of some invariants of
an ideal of codimension n−1 in a polynomial ring in n variables over a field. We
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study in particular the Castelnuovo-Mumford regularity of such an ideal, give
some results on its Hilbert function or the one of its saturation. These results
can be easily derived from more general results on this subject (see e.g. (CEU,
2.3) or (Ch, 5.8)).

Let R := k[X1, . . . , Xn] be a polynomial ring in n variables over a field, with
n ≥ 2, f := (f1, . . . , fn) be a n-tuple of forms of degrees d1 ≥ · · · ≥ dn, I be
the ideal generated by the fi’s and J its saturation with respect to the ideal
m := (X1, . . . , Xn). Set A := R/I, B := R/J , F := J/I = H0

m(A), σ :=
∑n

i=1 di

and δ := σ − n.
Let HP denotes the Hilbert function of a graded R-module P .
In this appendix we will assume that dim A = 1 (equivalently dim B = 1).
The Castelnuovo-Mumford regularity of a finitely generated graded R-module

M can be defined in the following way using the local cohomology modules with
support in m :

reg(M) := min{µ | H i
m(M)ν−i = 0, ∀ν > µ, ∀i}.

It can also be defined in terms of a minimal free R-resolution of M , or in terms
of the initial degrees of the modules Exti

R(M, R) (see e.g. (Ei, 20.5)), from which
it follows that reg(M) ≥ indeg(M). (The initial degree of a module M , denoted
by indeg(M), is the infimum of the degrees of its non zero elements.)

We refer the reader to (BH) for standard facts on local cohomology, Koszul
complexes, canonical modules, Hilbert series, etc.

Recall that, for ν � 0, one has HA(ν) = HB(ν) = deg X, where X :=
Proj(A) = Proj(B) is the zero dimensional scheme defined by A (equivalently
by B).

Proposition 7.1: For any ν ∈ Z,
(i) HA(ν) = HB(ν) +HF (ν),
(ii) HB(ν) = deg X −HH1

m(B)(ν),
(iii) HH1

m(B)(ν) = HωB
(−ν).

Proof. (i) follows from the graded exact sequence 0→F→A→B→0, (ii) follows
from (BH, 4.3.5) and (iii) from (BH, 3.6.19). 2

Let K be the Koszul complex K•(f ; R) with its usual grading (K0 = R,
Kn = R[−σ]) and Hi be its i-th homology group.

Denote by PQ ∈ Z[t−1][[t]] the Hilbert Poincaré series of a finitely generated
graded R-module Q: PQ(t) :=

∑
ν∈ZHQ(ν)tν .

Proposition 7.2: (i) Hi = 0 for i 6= 0, 1,
(ii) H0 = A and H1 ' Extn−1

R (A, R)[σ] ' Extn−1
R (B, R)[σ] ' ωB[δ],

(iii)
∑

i(−i)iPHi
(t) =

∑
i(−i)iPKi

(t) =
∏n

i=1(1+t+· · ·+tdi−1) =
∑

ν Hd(ν)tν.
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Proof. (i) and (ii) follows from (BH, 1.6.16, 1.6.9, 1.6.10, 3.6.12 and 3.6.14), and
the fact that the canonical onto map A→B induces an isomorphism Extn−1

R (A, R) '
Extn−1

R (B, R). In (iii), the first equality is standard and easy and the second is
a classical exercise. 2

Proposition 7.3: For any ν ∈ Z, HA(ν) = Hd(ν) + deg X − HB(δ − ν).
Therefore the following are equivalent :

(i) HA(ν) = Hd(ν),
(ii) ν ≤ δ − reg(B).

Proof. HA(ν) = Hd(ν) + HH1(ν) = Hd(ν) + HωB
(ν − δ) by Proposition 7.2.

This proves the first claim together with Proposition 7.1 (ii) and (iii).
For the equivalence of (i) and (ii) recall that as H i

m(B) = 0 for i 6= 1 and
the Hilbert function of B strictly increases from 1 in degree 0 until it reaches
deg(X), reg(B) = min{µ | HB(µ) = deg(X)} by Proposition 7.1 (ii). 2

Corollary 7.4: HF (ν) = HF (δ − ν) for any ν. Therefore,

reg(A) = max{reg(B), δ − indeg(J/I)}.

Proof. The first claim follows from Proposition 7.3 and Proposition 7.1 (i), us-
ing that Hd(ν) = Hd(δ−ν), which for instance follows from Proposition 7.2 (iii).
To conclude, recall that F = J/I = H0

m(A) and reg(A) = max{reg(B), end(F )}.
The symmetry HF (ν) = HF (δ − ν) shows that end(F ) = δ − indeg(F ). 2

Corollary 7.5: The following are equivalent :
(i) HA(ν) = HB(ν) = deg X,
(ii) either ν > δ − indeg(J) or ν < indeg(J) and deg X =

(
ν+n−1

n−1

)
.

Proposition 7.6: min{ν | HB(ν) = deg X} = reg(B) = reg(J)−1 ≥ indeg(J)−
1.

Proof. The first equality follows from Proposition 7.1 (ii) as B is Cohen-
Macaulay of dimension 1, the second is due to the equality B = R/J and the
third is evident. 2

Notice that if ν < indeg(J) ≤ indeg(I) then Aν = Bν = Rν , and therefore
HA(ν) = HB(ν) = Hd(ν).

Corollary 7.7: Let ν ≥ indeg(J). The following are equivalent :
(i) HA(ν) = HB(ν) = Hd(ν) = deg X,
(ii) ν = δ − indeg(J) + 1 and deg X =

(
indeg(J)+n−2

n−1

)
,

(iii) X is a scheme of degree HR(µ) not contained in a hypersurface of degree
µ, for some µ < indeg(I) and ν = δ − µ.
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Proof. If (i) holds, then ν > δ− indeg(J), by Corollary 7.5 and ν ≤ δ− reg(B)
by Proposition 7.3, this shows (ii) in view of Proposition 7.6.

Clearly (ii) implies (iii) with µ := indeg(J)−1. On the other hand if deg(X) =
HR(µ) then indeg(J) ≤ µ + 1 as HB(µ + 1) ≤ deg(X) = HR(µ) < HR(µ + 1),
hence µ = indeg(J)−1 if X is not contained in a hypersurface of degree µ, which
shows (ii).

Notice that

Hd(δ − ν) = HR(indeg(J)− 1) = HB(indeg(J)− 1) =

(
indeg(J) + n− 2

n− 1

)
.

If (ii) holds, then reg(B) = indeg(J)− 1 by Proposition 7.6, this implies (i) in
view of Proposition 7.3 and Proposition 7.5. 2

Remark 7.8: If one of the equivalent conditions of Corollary 7.7 holds, for
instance if (iii) holds, notice that if X does not meet the hyperplane Xi = 0,
then Xi is a non zero divisor on B, hence the monomials Xν−µ

i Xα with |α| = µ
form a basis of Bν for all ν ≥ µ. As Aδ−µ ' Bδ−µ, it follows that the subresultant
associated to this collection of monomials in degree δ − µ is not 0.

Proposition 7.9: Let b := (g1, . . . , gn−1) be a complete intersection ideal con-
tained in J . Then reg(B) =

∑n−1
i=1 (deg(gi)− 1)− indeg((b : J)/b).

Proof. Set σ′ :=
∑n−1

i=1 deg(gi). One has graded degree zero isomorphisms

(b : J)/b ' HomB(R/J, R/b) ' HomB(R/J, ωR/b[n− σ′]) ' ωR/J [n− σ′]

hence indeg((b : J)/b) = indeg(ωR/J) − n + σ′ = − end(H1
m(B)) − n + σ′ =

− reg(B) + 1− n + σ′. The claim follows. 2

Lemma 7.10: Assume k is infinite. If fn 6= 0, then the ideal I contains a
complete intersection ideal of codimension n − 1 defined by forms of degrees
dn, d1, . . . , dn−2.

Proof. The element fn is a not a zero divisor on R. One then construct by
induction a regular sequence fn, g1, . . . , gi with gi = fi +

∑
j>i aijfj homogeneous

not in any associated prime of Ji := (fn, g1, . . . , gi−1), for i ≤ n − 2, using that
a complete intersection ideal is unmixed, so that the associated prime of Ji are
all of codimension i. 2

Corollary 7.11: One has

reg(B) ≤ δ − dn−1

unless J = I is a complete intersection ideal and deg X = d1 · · · dn−2dn, in which
case reg(B) = δ − dn−1 + 1.
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Proof. We may assume that k is infinite. It the follows from Proposition 7.9
in view of Lemma 7.10. 2

Corollary 7.12: Assume that I is a complete intersection ideal defined by
forms of degrees d1, . . . , dn−2, dn. Then HB(ν) = deg X for any ν ≥ δ−dn−1 and

reg(A) ≤ δ −min{dn−1, indeg(J/I)}.

Moreover, equality holds if indeg(J/I) ≤ dn−1.

Proof. This follows from Corollary 7.4 and Proposition 7.6 in view of Corollary
7.11. 2
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